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Context: A common strategy when training a machine learning model consists in minimizing the
Empirical Risk which measures the error of the model on a finite training dataset. This approach is
employed as a proxy for the minimization of the true risk (the average error over the distribution of
the data) since the entire data distribution is unknown in most situations of interest. A fundamental
question in statistical learning is to transfer guarantees on the empirical model to the one obtained via
the minimization of the true risk. That is, comparing the theoretical guarantees on
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where ¢ describes the parameters of the model (optimized over a set M), [ is the loss function and
(X;)i, is the training data drawn from the distribution p. These fundamental questions can be
tracked back to the 1970’s [5] and have led to a remarkably rich and mature theory. While most of the
guarantees in the literature are derived on the excess risk or on the generalization error |6, 2], recent
works tend to provide concentration guarantees on a distance between the sets of minimizers [4, 3].
These works suggest that understanding the concentration of empirical minimizers is intricate to the
local geometry of the empirical risks around its minimizers.

Topic: In this context, we will investigate the properties of the local geometry of the empirical risks
that are relevant to the concentration of the minimizers. The aim of this internship will also be to
propose the assumptions under which the local geometry of the empirical risks around its minimizers
mimics the one of the true risks, with respect to the properties identified above. Understanding this
behavior is an open question in statistical learning, and may lead to significant advances in explaning
the concentration occurring in complex machine learning models such as neural networks.
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